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Grid Computing for Different Applications

Introduction

Grid Computing delivers on the potential in the growth and abundance of network
connected systems and bandwidth: computation, collaboration and
communication over the Advanced Web. At the heart of Grid Computing is a
computing infrastructure that provides dependable, consistent, pervasive and
inexpensive access to computational capabilities. By pooling federated assets
into a virtual system, a grid provides a single point of access to powerful
distributed resources.

Researchers working to solve many of the most difficult scientific problems
have long understood the potential of such shared distributed computing
systems. Development teams which focused on technical products, like
semiconductors, are using Grid Computing to achieve higher throughput.
Likewise, the business community is beginning to recognize the importance of
distributed systems in applications such as data mining and economic modeling.

With a grid, networked resources — desktops, servers, storage, databases,
and even scientific instruments — can be combined to deploy massive
computing power wherever and whenever it is needed most. Users can find
resources quickly, use them efficiently, and scale them seamlessly.

The Grid Concept

The term ‘grid’ is variously used to describe a number of different, but related,
ideas, including utility computing concepts, grid technologies, and grid
standards. In this paper the term ‘Grid is used in the widest sense to describe
the ability to pool and share Information Technology (IT) resources in a global
environment in a manner which achieves seamless, secure, transparent, simple
access to a vast collection of many different types of hardware and software
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resources, (including compute nodes, software codes,
data repositories, storage devices, graphics and

terminal devices and instrumentation and equipment),
through non-dedicated wide area networks, to deliver
customized resources to specific applications.

At the most general level Grid is independent of any
specific standard or technology. Any practical grid is
realized through specific distributed computing
technologies and standards that can support the
necessary interoperability. Today, there are no universally
agreed grid standards, but there are freely available, open
source and proprietary grid technologies that implement
emerging standards recommendations. Separate web
services standards are also emerging which have many
grid-like capabilities. Indeed grids are already being built
by integrating and enhancing web standards technology.

Practical Realizations

Practical grids are generally described in terms of layers
(see Fig 1). The lowest layers (the ‘platform’) comprise
the hardware resources, including computers, networks,
databases, instruments, and interface devices. These
devices, which will be geographically distributed, may
present their data in very different formats, are likely to
have different qualities of service (e.g. communication
speeds, bandwidth) and are likely to utilize different
operating systems and processor architectures. A key
concept is that the hardware resources can change over

time - some may be withdrawn, upgraded or replaced by
newer models, others may change their performance to
adapt to local conditions - for example restrictions in the
available communications bandwidth.

The middle layers (sometimes referred to as ‘middleware’)
provide a set of software functions that ‘buffer’ the user
from administrative tasks associated with access to the
disparate resources. These functions are made available
as services and some provide a ‘jacket’ around the
hardware interfaces, such that the different hardware
platforms present a unified interface to different
applications. Other functions manage the underlying
fabric, such as identification and scheduling of resources
in a secure and auditable way. The middle layer also
provides the ability to make frequently used patterns of
functions available as a composed higher-level service
using workflow techniques.

The highest layers contain the user ‘application services’.
Pilot projects have already been carried out in user
application areas, such as life sciences (e.g.
computational biology, genomics), engineering (e.g.
simulation and modeling, just in time maintenance) and
healthcare (e.g. diagnosis, telematics). These services
could include horizontal functions such as workflow (the
linkage of multiple services into a single service), web
portals, data visualization and the language/semantic
concepts appropriate to different application sectors.

Figure 1: Simplified Grid Architecture

Grid Developments and Deployment

A key issue facing the industry is the timing and mode
of deployment of Grid technology to ensure that it is
sufficiently mature to deliver the expected business
benefits. There is emerging evidence that the technology
can achieve significant operational benefits (e.g. in
telemedicine), improvements in performance (e.g. in
climate modeling and genomics) and a significant
reduction in costs. Nevertheless, current grid
technologies are not yet viewed as sufficiently mature
for industry scale use, and remain largely unproven in
terms of security, reliability, scalability, and performance.

Short term

For the short term (within the next two years), Grid is
most likely to be introduced into large organizations as
internal ‘Enterprise grids’, i.e. built behind firewalls and
used within a limited trust domain, perhaps with controlled
links to external grids. A good analogy would be the
adoption into business of the Internet, where the first
step was often the roll out of a secure internal company
‘Intranet’, with a gradual extension of capabilities (and
hence opportunity for misuse) towards fully ubiquitous
Internet access. Centralized management is expected
to be the only way to guarantee qualities of service.
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Typically users of this early technology will be expecting
to achieve IT cost reduction, increased efficiency, some
innovation and flexibility in business processes. At the
same time the distinction between web services and grid
services is expected to disappear, with the capabilities
of one merging into the other and the interoperability
between the two standards being taken for granted.

Medium Term

In the mid term (say a five year timeframe) expect to see
wider adoption – largely for resource visualization and
mass access. The technology will be particularly
appropriate for applications that utilize broadband and
mobile/air interfaces, such as on-line gaming,
‘visualization-on-demand’ and applied industrial research.
The emphasis will move from use within a single
organization to use across organizational domains and
within Virtual Organizations, requiring issues such as
ownership, management and accounting to be handled
within trusted partnerships. There will be a shift in value
from provision of computer power to provision of
information and knowledge. At the same time open
standards based tooling for building service oriented
applications are likely to emerge and Grid technology
will start to be incorporated into off-the-shelf products.
This will lead to standard consumer access to virtualized
compute and data resources, enabling a whole new range
of consumer services to be delivered.

Long term

In the longer term, Grid is likely to become a prerequisite
for business success -central to business processes,
new types of service, and a central component of product

development and customer solutions. A key business
change will be the establishment of trusted service
providers, probably acting on a global scale and disrupting
the current supply chains and regulatory environments.

E-Learning Grids

There are many conceivable applications for e-learning
grids. Medicine students could use photo-realistic
visualizations of a complex model of the human body to
prepare for practical exercises. Such visualizations,
computed in real-time, could improve the understanding
of the three-dimensional locations of bones, muscles,
or organs. Students should be able to rotate and zoom
into the model and get additional information by clicking
on each element of the model. With more advanced
functionality such as virtual surgery, students could be
provided with the possibility to grab, deform, and cut
model elements (e.g.organs) with the click of a mouse.
In biology courses the ability of grids to integrate
heterogeneous resources could be used to integrate an
electron microscope into the grid. We mention that the
technical feasibility of this approach has already been
demonstrated in the TeleScience project. However, this
project could be widely extended to integrate the controls
and output of the electron microscope into a learning
environment so that students can be assigned tasks or
read subject-related texts while operating the
microscope. Similarly, in engineering courses complex
simulations, e.g.in a wind channel, can be made
accessible for each student by using grids.
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Figure2. Architecture of an E-Learning Grid.

We next outline an architecture for e-learning grids. To
demonstrate the technical feasibility, the architecture
will be

kept as simple as possible. It contains a Learning
Management System (LMS) as well as grid middleware,
which are both based on Web services and grid services,
respectively (cf. Figure 2). In this figure, grid and Web
services are depicted as rectangles containing a name
as well as the most important operations. Note that grid
services (with grey

name fields) can easily be distinguished from Web
services. The LMS interacts transparently with the grid
middleware so that a learner is not aware of the grid.
Furthermore, the architecture is designed in such a way
that a learner only needs a Java-enabled Internet browser
to use both the LMS and the grid. The architecture shown
in Figure 2.

Knowledge based approach Grids

Here the approach is twofold. First, we use declarative
representations of knowledge involved in each choice of
the workflow generation process. This includes
Knowledge about how application components work,
characteristics and availability of files, capabilities of the
resources available, access control policies, etc.
Second, this knowledge is uniformly available to the
system at any point during workflow generation. This
allows the system to make decisions and assignments
in a flexible manner that

• takes into account previous and future choices ,
searching for a low-cost workflow configuration that
satisfies the requirements from the user.

• is feasible in the given execution environment, and

• can adapt to changes in the overall system state.

Figure 3, illustrates our approach. Users provide high
level specifications of desired results, as well as
constraints on the components and resources to be used.
These requests and preferences are represented in the
knowledge base. The Grid environment contains
middleware to find components that can generate desired
results, the input data that they require, to find replicas
of component files in specific locations, to match
component requirements with resources available, etc.
The knowledge currently used by Grid middleware
(resource descriptions, metadata catalogs to describe
file contents, user access rights and use policies, etc)
would also be incorporated in the knowledge base. The
system would generate workflows that have executable
portions and partially specified portions, and iteratively
add details to the workflow based on the execution of
the initial portions of it and the current state of the
execution environment. Much knowledge concerning
descriptions of components, resources and the system’s
state is available from a variety of Grid middleware, as
we describe in the next section. However, one must be
an experienced Grid user to run jobs on the Grid, which
means that much additional knowledge needs to be
represented about what terms mean and how they related

∑
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to one another. For example, an application component
may be available in a file where it has been compiled for
MPI. MPI is a Message Passing Interface, which means
that the source includes calls to MPI libraries that will
need to be available in the host computer where the code
is to be run. Even a simple piece of Java code implies
requirements in the execution host, namely that the host
can run JVM (Java Virtual Machine).Our contribution is
to organize this knowledge and reason about it within a
uniform framework.

The peer to peer Market Grid(Model)

The peer to peer overlay network of “Grid” is defined by a
connected graph. The nodes of the graph are the
computing resources connected to the Grid and are either

• Buyer. This nodes tries to acquire a resource and
bids a maximum price it is willing to pay.

• Seller. A node that sells exclusive access to its
resource for a minimum price.

Either nodes type is un-satisfied when they are looking
for or are offering service. Otherwise they are in a satisfied
state. In the model a buyer node sends messages to its
nearest neighbours informing it that it wants to purchase
a resource unit at a price pb . It also forwards messages
from its neighbours until a preset time to live (TTL) has
expired. Seller nodes look at incoming messages and
decide whether their own price ps can satisfy an incoming
message. They also forward messages they can not
satisfy to their neighbours. If a match can be made both
nodes go into the satisfied state and the message is not

forwarded any further by the Seller node. Later incoming
possible matches are ignored. Satisfied nodes continue
to pass on notes.

In the simulation updates of the nodes happen
asynchronously. At each time step a node is picked
randomly and the following actions take place. Parallel
updates can induce  system behaviour which is
presumably artificial. It is also unrealistic to assume that
all nodes have exactly the time globally.

• For a buyer node, the node checks whether its
messages have timed out. If that is the case the
node sends out new messages with a slightly
increased price. The node also forwards all messages
that have arrived from neighbouring nodes.

• A seller nodes checks all its incoming messages
and if a match can be made it contacts the node the
message originated from. If that node is still in Buyer
mode both nodes go into the satisfied state.
Otherwise the Sellers carries on as usual. After this
all messages are forwarded to its neighbours.

• A satisfied node passes all its incoming messages.

• In the dynamic model a satisfied returns to its
previous mode. It also changes the state of it peer
node. Buyer nodes lower their price to a fraction of
what they have just paid, p’b = (1 _∆ p)pb. Seller nodes
increase their price in the same way p’s = (1 + ∆ “p)ps.

Initially the nodes set into Buyer or Seller mode and the
prices are drawn uniformally from two overlapping
intervals.

Figure 3: Application development in the Grid Environment

∑
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Figure 1: A partial sketch of a p2p system. Solid nodes
are sellers and the others buyers. Circles indicate nodes
looking for matches. Squares are satisfied nodes. The
solid lines are peer  relationships , the dashed line is
satisfaction relationship. The solid arrows are first
generation messages and the dotted ones second
generations.
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